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This supplemental material contains additional tables and figures referenced in the

primary manuscript. It also contains a user manual for how to use the R package

VARSELECTEXPOSURE .

1 User Manual for VARSELECTEXPOSURE Package in
R

For this research we built an R package called VARSELECTEXPOSURE [?]. This

package overall executes the methods described in this thesis, but we discuss them in

detail below:

• FORWARD EXPOSURE: Returns the estimated Average Treatment Effect calculated

by the optimal model chosen via forward selection including an exposure vari-

able, as well as the optimal model itself. The function begins with an empty

model and iteratively chooses a candidate variable for addition based on the vari-

able whose addition results in the model with the lowest deviance, relative to the

deviance resulting from addition of the other variables. As an argument the func-

tion only needs a data frame containing the binary outcome variable Y , the binary

exposure variable E, and the candidate covariates.

• BACKWARD EXPOSURE: Returns the estimated Average Treatment Effect calcu-

lated by the optimal model chosen via backward selection including an exposure

variable, as well as the optimal model itself. The function begins with a full

model and iteratively chooses a candidate variable for deletion based on the vari-

able whose deletion results in the model with the lowest deviance, relative to

the deviance resulting from deletion of the other variables. As an argument the

function only needs a data frame containing the binary outcome variable Y , the
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binary exposure variable E, and the candidate covariates.

• STEPWISE EXPOSURE: Returns the estimated Average Treatment Effect calcu-

lated by the optimal model chosen via backward selection including an exposure

variable, as well as the optimal model itself. The function begins with an empty

model and performs an addition step similar to forward selection, it then per-

forms a deletion step similar to backward selection, and continues iteratively

until a variable is not added/deleted in two consecutive steps. As an argument

the function only needs a data frame containing the binary outcome variable Y ,

the binary exposure variable E, and the candidate covariates.

• MCMC LOGIT KEEP: Returns the posterior distributions of the Average Treatment,

covariate parameters, and ηηη , a vector of binary values indicating whether or not

a certain variable was deleted or included for a given MCMC iteration. The

function performs many iterations of Metropolis-Hastings sampling of model

covariate parameters, and stores them for posterior analysis. As arguments the

function takes a vector of the binary outcome Y , a matrix of covariate data Z, a

prior probability of inclusion PIN, the maximum number of covariates desired in

the model MAX COV, the prior standard deviation for the parameters SdBeta, and

the desired number of MCMC simulations NUM REPS.

1.0.1 FORWARD EXPOSURE

The FORWARD EXPOSURE function is used to perform forward variable selection on

a provided data set containing a binary outcome and binary exposure variable. It is

used in the simulation trial to provide estimated ATE values used for comparison to the

truth. Below is an example case using a data set simulated using the same methods as

in Chapter 2 with 7 covariates and n = 750.

head(testdata)

Y E X1 X2 X3 X4 X5 X6 X7

1 0 1.507 -1.078 -1.000 -0.144 0.168 0.873 -0.035

1 0 0.064 0.024 0.715 2.237 -0.519 -0.052 -0.087

1 0 -0.612 0.274 0.305 0.443 0.147 1.271 -0.967

0 0 1.832 0.102 -1.083 1.034 0.540 0.939 1.512

1 0 -1.382 -1.078 -0.028 -1.009 0.409 -1.059 0.683

1 1 -0.322 2.517 -0.616 -0.723 1.098 -0.024 -1.828

As we can see the example testdata set has our binary outcome variable, binary

exposure variable, and covariate data. The data set used for these functions must be of

this form for the method to compute properly.

Z = FORWARD_EXPOSURE(testdata)
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Z contains a list with the estimated Average Treatment Effect, the first 6 lines of the

optimal chosen data set, and a summary of the regression model fit using the selected

data set. The following is the resulting estimated Average Treatment Effect:

Z$ATE

[1] -0.03941409

Here we see the function calculated an estimated Average Treatment Effect of -

0.03941409 using the selected model. This can be interpreted as a 3.94% decrease in

probability of success from the control group to the treatment group. Next we see the

chosen raw data set:

Z$DATA

Y E X1 X3 X6 X5 X7

1 0 1.50650896 -1.0004223 0.87348380 0.1678093 -0.03529093

1 0 0.06389924 0.7145363 -0.05150836 -0.5194347 -0.08717419

1 0 -0.61233229 0.3051169 1.27046179 0.1471311 -0.96670048

0 0 1.83244596 -1.0828616 0.93857902 0.5396228 1.51216611

1 0 -1.38211077 -0.0271911 -1.05900546 0.4090515 0.68254848

1 1 -0.32229316 -0.6156629 -0.02425986 1.0982293 -1.82762380

We can see we have our binary outcome and exposure variables, as well as the

chosen covariates. The function chose a model containing the 1st , 3rd , 6th, 5th, and 7th

covariates. This model was then fit on these data:

Z$MOD

Call:

glm(formula = Y ~ ., family = "binomial", data = FORWARD.DATA)

Deviance Residuals:

Min 1Q Median 3Q Max

-2.5185 -0.7445 0.3156 0.7188 3.0450

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.9065 0.1493 6.074 1.25e-09 ***

E -0.2685 0.2154 -1.247 0.213

X1 -1.4372 0.1292 -11.128 < 2e-16 ***

X3 -0.8720 0.1113 -7.832 4.80e-15 ***

X6 0.5726 0.1032 5.547 2.91e-08 ***

X5 -0.5743 0.1056 -5.440 5.32e-08 ***

X7 -0.5832 0.1083 -5.384 7.30e-08 ***

---

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)
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Null deviance: 990.02 on 749 degrees of freedom

Residual deviance: 683.49 on 743 degrees of freedom

AIC: 697.49

Number of Fisher Scoring iterations: 5

Here we once again see that the method chose a model containing the 1st , 3rd , 6th,

5th, and 7th. The output for the other frequentist methods included is fairly similar.

1.0.2 BACKWARD EXPOSURE

The BACKWARD EXPOSURE function is used to perform backward variable selection

on a provided data set containing a binary outcome and binary exposure variable. It

is used in the simulation trial to provide estimated ATE values used for comparison to

the truth. Below is an example case using the same data set used in the example for

FORWARD EXPOSURE.

Z = BACKWARD_EXPOSURE(testdata)

Similar to the previous example, Z contains a list with the estimated Average Treat-

ment Effect, the first 6 lines of the optimal chosen data set, and a summary of the model

fit using using the selected data set. The estimated Average Treatment Effect was:

Z$ATE

[1] -0.03941409

Here we see the backward method calculated an estimated Average Treatment Ef-

fect of -0.03941409. This can be interpreted as a 3.94% decrease in probability of

success from the control group to the treatment group. This is the same as the forward

method because they chose the same model, which can happen with small numbers of

covariates. As such, the output of the BACKWARD EXPOSURE function is similar to the

previous output, containing the estimated Average Treatment Effect, the first 6 lines of

the chosen data set, and a summary of the resulting model.

1.0.3 STEPWISE EXPOSURE

Again similar to the previous examples, the STEPWISE EXPOSURE function is used

to perform stepwise variable selection on a provided data set containing a binary out-

come and a binary exposure variable. It’s used in the simulation trial to provide esti-

mated ATE values used for comparison to the truth. Below is an example case using

the same data set used in the previous examples.

Z = STEPWISE_EXPOSURE(testdata)
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As in the previous examples, Z contains a list with the estimated Average Treatment

Effect, the first 6 lines of the optimal chosen data set, and a summary of the model fit

using using the selected data set. The estimated Average Treatment Effect calculated

was:

Z$ATE

[1] -0.03941409

Here we see the backward method calculated an estimated Average Treatment Ef-

fect of -0.03941409. This can be interpreted as a 3.94% decrease in probability of

success from the control group to the treatment group. The output of the stepwise

function takes the same form as in the previous functions.

1.0.4 MCMC LOGIT KEEP

The MCMC LOGIT KEEP function performs a series of MCMC iterations to estimate

the covariate parameters for a provided data set and returns their posterior distributions.

Below is a brief explanation of the function arguments and the example values used.

• Y: Vector of binary outcome variable. For this example we will use the same

randomly generated outcome as in the previous examples.

• Z: Matrix of covariate data. Again for this example we will use the same ran-

domly generated data set.

• PIN: The prior probability of inclusion for each parameter. In this example we

will use PIN= 0.1.

• MAX COV: The maximum number of covariates desired. In this example we will

use MAX COV = 7.

• SdBeta: The prior standard deviation for the parameters. The prior distribution

for the intercept parameter β0 is assumed to be flat, so this will only be used for

the covariate parameters. For this example we will use SdBeta = 1.

• NUM REPS: Number of MCMC iterations to run. Because this is adaptive MCMC,

we burn-in the first half of the iterations, so the output matrices will have half

as many rows and the resulting vectors will be half as long as is specified in this

argument. For this example we will use NUM REPS = 2000.

This function performs differently to the functions for frequentist methods, as Bayesian

Variable Selection approaches variable selection by estimating parameters rather than

searching for the single optimal model. Below is an example case using the parameters

previously specified.

out = MCMC_LOGIT_KEEP(Y, Z, 0.1, 7, 1, 2000)
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The list out contains two vectors and two matrices of data. The first vector con-

tains the storage of Average Treatment effects calculated in each iteration. The second

vector contains the posterior distribution of the intercept parameter β0. The first matrix

contains the posterior distribution of the other covariate parameters β1,β2, ...,βn, and

the second matrix contains the posterior distribution of η . Following is a plot of the

density of estimated ATE’s:

Figure 1: Density plot of Average Treatment Effects estimated by the

MCMC LOGIT KEEP function

As we can see the density peaks just on the negative side of 0, if we wanted the

posterior mean of the estimated ATE we could use the function output:

mean(out[[1]])

[1] -0.02586305

The posterior mean for the estimated ATE is -0.02586305, which can be interpreted

as a 2.59% decrease in probability of success from the control group to the treatment

group. Additionally, we can generate a credible interval for the estimated ATE by:

quantile(out[[1]], c(0.025, 0.975))

2.5% 97.5%

-0.07998833 0.05054302

The posterior means for the parameter estimates as well as η can be obtained using

a similar strategy.

colMeans(out[[4]])

[1] 1.000 1.000 0.118 1.000 0.087 1.000 1.000 1.000

6



Computing the column means from the posterior distribution of η we can see the

percentage of times each covariate was included. We see all but the 2nd and 4th vari-

ables, which were included in 11.8% and 8.7% of models respectively, were included

in every model. This aligns with the results from the frequentist methods.

2 Supplemental Tables and Figures
These supplemental results are tables containing mean ATE bias and standard de-

viation, mean coverage probability and 10%/90% quantile, and mean coverage length

with 10%/90% quantile for each method. The method-wise results are split up into

three groups, one for the overall data, one for rare data (where the event occurs <25%

of the time), and common data (where the event occurs >25% of the time). There is

one table for each of the four sample sizes. We additionally show the results for binary

confounding variables.
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0230 (0.0052) 0.8515 (0.77,0.92) 0.0879 (0.07,0.11)

BVS 0.25 0.0230 (0.0052) 0.8551 (0.79,0.92) 0.0892 (0.07,0.11)

BVS 0.5 0.0235 (0.0055) 0.8546 (0.78,0.92) 0.0907 (0.07,0.12)

Forward 0.0223 (0.0048) 0.9440 (0.91,0.97) 0.1104 (0.08,0.14)

Backward 0.0230 (0.0052) 0.9415 (0.91,0.97) 0.1120 (0.08,0.15)

Stepwise 0.0223 (0.0048) 0.9443 (0.91,0.97) 0.1106 (0.08,0.14)

Rare

BVS 0.1 0.0221 (0.0052) 0.8536 (0.77,0.92) 0.0856 (0.06,0.11)

BVS 0.25 0.0225 (0.0054) 0.8617 (0.80,0.93) 0.0876 (0.06,0.11)

BVS 0.5 0.0232 (0.0060) 0.8569 (0.78,0.91) 0.0901 (0.06,0.12)

Forward 0.0216 (0.0046) 0.9467 (0.91,0.97) 0.1087 (0.08,0.14)

Backward 0.0226 (0.0052) 0.9426 (0.91,0.97) 0.1115 (0.08,0.15)

Stepwise 0.0215 (0.0045) 0.9473 (0.92,0.97) 0.1088 (0.08,0.14)

Common

BVS 0.1 0.0231 (0.0052) 0.8511 (0.77,0.92) 0.0882 (0.07,0.11)

BVS 0.25 0.0231 (0.0052) 0.8541 (0.78,0.92) 0.0895 (0.07,0.11)

BVS 0.5 0.0236 (0.0054) 0.8543 (0.78,0.92) 0.0908 (0.07,0.12)

Forward 0.0224 (0.0048) 0.9436 (0.91,0.97) 0.1107 (0.08,0.14)

Backward 0.0231 (0.0052) 0.9413 (0.91,0.97) 0.1121 (0.08,0.15)

Stepwise 0.0224 (0.0048) 0.9439 (0.91,0.97) 0.1108 (0.08,0.14)

Table 1: Results and SD/quantiles for n = 1000
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0314 (0.0077) 0.8647 (0.79,0.93) 0.1240 (0.10,0.16)

BVS 0.25 0.0314 (0.0077) 0.8698 (0.80,0.93) 0.1254 (0.10,0.16)

BVS 0.5 0.0321 (0.0083) 0.8666 (0.79,0.93) 0.1270 (0.10,0.17)

Forward 0.0320 (0.0071) 0.9456 (0.91,0.97) 0.1583 (0.12,0.20)

Backward 0.0330 (0.0076) 0.9424 (0.91,0.97) 0.1604 (0.12,0.21)

Stepwise 0.0320 (0.0071) 0.9463 (0.91,0.97) 0.1586 (0.12,0.20)

Rare

BVS 0.1 0.0303 (0.0080) 0.8661 (0.79,0.93) 0.1204 (0.09,0.16)

BVS 0.25 0.0307 (0.0083) 0.8705 (0.80,0.93) 0.1230 (0.09,0.16)

BVS 0.5 0.0319 (0.0092) 0.8580 (0.78,0.93) 0.1249 (0.09,0.17)

Forward 0.0306 (0.0064) 0.9481 (0.92,0.98) 0.1552 (0.11,0.20)

Backward 0.0322 (0.0071) 0.9426 (0.91,0.97) 0.1591 (0.11,0.21)

Stepwise 0.0306 (0.0064) 0.9492 (0.92,0.98) 0.1554 (0.11,0.20)

Common

BVS 0.1 0.0315 (0.0077) 0.8645 (0.79,0.93) 0.1246 (0.10,0.16)

BVS 0.25 0.0315 (0.0076) 0.8697 (0.80,0.93) 0.1258 (0.10,0.16)

BVS 0.5 0.0322 (0.0081) 0.8678 (0.79,0.93) 0.1273 (0.10,0.17)

Forward 0.0322 (0.0072) 0.9452 (0.91,0.97) 0.1587 (0.12,0.20)

Backward 0.0331 (0.0077) 0.9424 (0.91,0.97) 0.1606 (0.12,0.21)

Stepwise 0.0322 (0.0072) 0.9459 (0.91,0.97) 0.1591 (0.12,0.20)

Table 2: Results and SD/quantiles for n = 500
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0458 (0.0131) 0.8765 (0.79,0.95) 0.1862 (0.14,0.24)

BVS 0.25 0.0458 (0.0136) 0.8759 (0.79,0.95) 0.1861 (0.14,0.25)

BVS 0.5 0.0468 (0.0149) 0.8683 (0.77,0.95) 0.1860 (0.14,0.25)

Forward 0.0524 (0.0110) 0.9462 (0.91,0.98) 0.2600 (0.20,0.33)

Backward 0.0540 (0.0116) 0.9434 (0.91,0.97) 0.2657 (0.21,0.34)

Stepwise 0.0525 (0.0110) 0.9468 (0.91,0.98) 0.2605 (0.20,0.33)

Rare

BVS 0.1 0.0458 (0.0159) 0.8685 (0.74,0.95) 0.1817 (0.12,0.24)

BVS 0.25 0.0471 (0.0171) 0.8612 (0.75,0.95) 0.1825 (0.12,0.24)

BVS 0.5 0.0488 (0.0189) 0.8531 (0.72,0.95) 0.1839 (0.12,0.25)

Forward 0.0497 (0.0098) 0.9506 (0.92,0.98) 0.2543 (0.20,0.32)

Backward 0.0527 (0.0115) 0.9471 (0.92,0.98) 0.2647 (0.21,0.33)

Stepwise 0.0498 (0.0098) 0.9511 (0.92,0.98) 0.2548 (0.20,0.32)

Common

BVS 0.1 0.0458 (0.0126) 0.8776 (0.79,0.95) 0.1869 (0.14,0.25)

BVS 0.25 0.0456 (0.0130) 0.8781 (0.79,0.95) 0.1866 (0.14,0.25)

BVS 0.5 0.0465 (0.0143) 0.8706 (0.78,0.95) 0.1863 (0.14,0.25)

Forward 0.0528 (0.0111) 0.9456 (0.91,0.98) 0.2608 (0.20,0.33)

Backward 0.0542 (0.0116) 0.9429 (0.91,0.97) 0.2659 (0.21,0.34)

Stepwise 0.0529 (0.0111) 0.9462 (0.91,0.98) 0.2614 (0.20,0.33)

Table 3: Results and SD/quantiles for n = 200
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0588 (0.0211) 0.8787 (0.75,0.97) 0.2412 (0.18,0.32)

BVS 0.25 0.0588 (0.0228) 0.8709 (0.72,0.97) 0.2356 (0.17,0.32)

BVS 0.5 0.0600 (0.0251) 0.8548 (0.68,0.97) 0.2300 (0.16,0.32)

Forward 0.0779 (0.0152) 0.9559 (0.93,0.98) 0.3959 (0.32,0.47)

Backward 0.0821 (0.0151) 0.9586 (0.93,0.99) 0.4245 (0.35,0.50)

Stepwise 0.0780 (0.0153) 0.9562 (0.93,0.98) 0.3965 (0.32,0.47)

Rare

BVS 0.1 0.0611 (0.0265) 0.8567 (0.67,0.97) 0.2350 (0.16,0.32)

BVS 0.25 0.0627 (0.0291) 0.8368 (0.61,0.96) 0.2299 (0.15,0.32)

BVS 0.5 0.0653 (0.0325) 0.8142 (0.57,0.96) 0.2261 (0.15,0.32)

Forward 0.0742 (0.0135) 0.9584 (0.93,0.99) 0.3847 (0.32,0.46)

Backward 0.0810 (0.0150) 0.9599 (0.93,0.99) 0.4215 (0.35,0.50)

Stepwise 0.0744 (0.0136) 0.9586 (0.93,0.99) 0.3852 (0.32,0.46)

Common

BVS 0.1 0.0585 (0.0201) 0.8820 (0.76,0.97) 0.2421 (0.18,0.33)

BVS 0.25 0.0582 (0.0217) 0.8760 (0.73,0.97) 0.2365 (0.17,0.32)

BVS 0.5 0.0592 (0.0238) 0.8608 (0.69,0.97) 0.2306 (0.17,0.32)

Forward 0.0785 (0.0154) 0.9555 (0.93,0.98) 0.3976 (0.32,0.48)

Backward 0.0823 (0.0151) 0.9585 (0.93,0.99) 0.4249 (0.35,0.50)

Stepwise 0.0786 (0.0154) 0.9559 (0.93,0.98) 0.3982 (0.32,0.48)

Table 4: Results and SD/quantiles for n = 100
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Figure 2: Continuous Simulation Results: Heat maps of method-wise average cover-

age probability comparisons separated by sample size, where a blue shade represents

superiority of the row method in a higher proportion of simulations, and a red shade

represents inferiority of the row method in a higher proportion of simulations than the

column method.
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Figure 3: Continuous Simulation Results: Heat maps of method-wise average coverage

length comparisons separated by sample size, where a blue shade represents superiority

of the row method in a higher proportion of simulations, and a red shade represents

inferiority of the row method in a higher proportion of simulations than the column

method.

13



Figure 4: Continuous Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 500
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Figure 5: Continuous Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 200
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Figure 6: Continuous Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 100
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Figure 7: Binary Simulation Results: Heat maps of method-wise bias comparisons in

binary simulations separated by sample size, where a blue shade represents superiority

of the row method in a higher proportion of simulations
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Figure 8: Binary Simulation Results: Heat maps of method-wise average coverage

probability comparisons in binary simulations separated by sample size, where a blue

shade represents superiority of the row method in a higher proportion of simulations
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Figure 9: Binary Simulation Results: Heat maps of method-wise average coverage

length comparisons in binary simulations separated by sample size, where a blue shade

represents superiority of the row method in a higher proportion of simulations
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Figure 10: Binary Simulation Results: Heat maps of method-wise average coverage

ratio comparisons in binary simulations separated by sample size, where a blue shade

represents superiority of the row method in a higher proportion of simulations
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Figure 11: Binary Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 1000 binary simulations
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Figure 12: Binary Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 500 binary simulations
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Figure 13: Plots of ATE bias and 10th/90th quantile bars separated by rarity of Y,

rarity of E, non-zero Y coefficients, and non-zero E coefficients for n = 200 binary

simulations
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Figure 14: Binary Simulation Results: Plots of ATE bias and 10th/90th quantile bars

separated by rarity of Y, rarity of E, non-zero Y coefficients, and non-zero E coefficients

for n = 100 binary simulations
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0269 (0.0086) 0.8644 (0.79,0.93) 0.1055 (0.08,0.13)

BVS 0.25 0.0267 (0.0084) 0.8629 (0.78,0.93) 0.1045 (0.08,0.13)

BVS 0.5 0.0267 (0.0083) 0.8614 (0.78,0.93) 0.1038 (0.08,0.13)

Forward 0.0257 (0.0073) 0.7957 (0.74,0.85) 0.0919 (0.07,0.12)

Backward 0.0257 (0.0074) 0.7945 (0.74,0.85) 0.0919 (0.07,0.12)

Stepwise 0.0257 (0.0073) 0.7953 (0.74,0.85) 0.0919 (0.07,0.12)

Rare

BVS 0.1 0.0246 (0.0084) 0.8716 (0.79,0.93) 0.0981 (0.07,0.13)

BVS 0.25 0.0245 (0.0084) 0.8697 (0.79,0.94) 0.0971 (0.07,0.13)

BVS 0.5 0.0245 (0.0081) 0.8703 (0.81,0.94) 0.0964 (0.07,0.13)

Forward 0.0235 (0.0071) 0.7973 (0.75,0.85) 0.0849 (0.06,0.11)

Backward 0.0236 (0.0071) 0.7951 (0.74,0.85) 0.0849 (0.06,0.11)

Stepwise 0.0235 (0.0071) 0.7970 (0.75,0.85) 0.0849 (0.06,0.11)

Common

BVS 0.1 0.0277 (0.0086) 0.8619 (0.78,0.93) 0.1081 (0.08,0.13)

BVS 0.25 0.0275 (0.0084) 0.8606 (0.78,0.93) 0.1070 (0.08,0.13)

BVS 0.5 0.0274 (0.0083) 0.8584 (0.78,0.93) 0.1063 (0.08,0.13)

Forward 0.0264 (0.0073) 0.7951 (0.74,0.85) 0.0943 (0.07,0.12)

Backward 0.0265 (0.0073) 0.7943 (0.74,0.85) 0.0943 (0.07,0.12)

Stepwise 0.0264 (0.0073) 0.7948 (0.74,0.85) 0.0943 (0.07,0.12)

Table 5: Binary Simulation Results: Display table containing mean ATE bias and stan-

dard deviation, mean coverage probability and 10%/90% Quantile, and mean cover-

age length with 10%/90% Quantile separated by overall data, rare data (event occured

<25% of the time), and common data (event occured >25% of the time) for n = 1000

binary simulations
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0368 (0.0105) 0.8749 (0.80,0.94) 0.1486 (0.11,0.18)

BVS 0.25 0.0368 (0.0105) 0.8681 (0.80,0.93) 0.1464 (0.11,0.18)

BVS 0.5 0.0368 (0.0107) 0.8649 (0.79,0.93) 0.1450 (0.11,0.18)

Forward 0.0363 (0.0099) 0.7965 (0.75,0.85) 0.1308 (0.10,0.17)

Backward 0.0364 (0.0099) 0.7955 (0.74,0.84) 0.1309 (0.10,0.17)

Stepwise 0.0363 (0.0099) 0.7965 (0.75,0.85) 0.1308 (0.10,0.17)

Rare

BVS 0.1 0.0337 (0.0098) 0.8814 (0.82,0.94) 0.1365 (0.10,0.18)

BVS 0.25 0.0337 (0.0098) 0.8729 (0.81,0.93) 0.1342 (0.10,0.17)

BVS 0.5 0.0337 (0.0099) 0.8688 (0.80,0.93) 0.1329 (0.10,0.17)

Forward 0.0331 (0.0087) 0.7911 (0.75,0.84) 0.1193 (0.09,0.16)

Backward 0.0332 (0.0088) 0.7902 (0.74,0.84) 0.1194 (0.09,0.16)

Stepwise 0.0331 (0.0087) 0.7913 (0.75,0.84) 0.1194 (0.09,0.16)

Common

BVS 0.1 0.0379 (0.0105) 0.8727 (0.79,0.94) 0.1526 (0.12,0.19)

BVS 0.25 0.0378 (0.0105) 0.8665 (0.79,0.93) 0.1506 (0.12,0.18)

BVS 0.5 0.0379 (0.0107) 0.8635 (0.79,0.93) 0.1491 (0.11,0.18)

Forward 0.0373 (0.0100) 0.7983 (0.75,0.85) 0.1347 (0.10,0.17)

Backward 0.0375 (0.0100) 0.7973 (0.75,0.85) 0.1348 (0.10,0.18)

Stepwise 0.0373 (0.0100) 0.7983 (0.75,0.85) 0.1347 (0.10,0.18)

Table 6: Binary Simulation Results: Display table containing mean ATE bias and stan-

dard deviation, mean coverage probability and 10%/90% Quantile, and mean cover-

age length with 10%/90% Quantile separated by overall data, rare data (event occured

<25% of the time), and common data (event occured >25% of the time) for n = 500

binary simulations
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0558 (0.0142) 0.8841 (0.81,0.94) 0.2296 (0.18,0.28)

BVS 0.25 0.0557 (0.0140) 0.8766 (0.80,0.94) 0.2247 (0.17,0.27)

BVS 0.5 0.0558 (0.0142) 0.8703 (0.79,0.94) 0.2209 (0.17,0.27)

Forward 0.0586 (0.0147) 0.7974 (0.75,0.85) 0.2114 (0.16,0.27)

Backward 0.0590 (0.0147) 0.7946 (0.75,0.85) 0.2124 (0.16,0.27)

Stepwise 0.0586 (0.0147) 0.7979 (0.75,0.85) 0.2115 (0.16,0.27)

Rare

BVS 0.1 0.0510 (0.0156) 0.8857 (0.80,0.95) 0.2090 (0.16,0.26)

BVS 0.25 0.0512 (0.0156) 0.8762 (0.80,0.95) 0.2042 (0.15,0.26)

BVS 0.5 0.0512 (0.0157) 0.8695 (0.77,0.94) 0.2003 (0.15,0.26)

Forward 0.0529 (0.0136) 0.7974 (0.74,0.85) 0.1931 (0.14,0.25)

Backward 0.0534 (0.0135) 0.7969 (0.74,0.85) 0.1945 (0.14,0.25)

Stepwise 0.0529 (0.0136) 0.7978 (0.74,0.85) 0.1932 (0.14,0.25)

Common

BVS 0.1 0.0574 (0.0133) 0.8836 (0.81,0.94) 0.2365 (0.19,0.28)

BVS 0.25 0.0573 (0.0131) 0.8768 (0.80,0.94) 0.2315 (0.19,0.28)

BVS 0.5 0.0573 (0.0133) 0.8706 (0.80,0.94) 0.2278 (0.18,0.28)

Forward 0.0605 (0.0145) 0.7974 (0.75,0.85) 0.2175 (0.17,0.28)

Backward 0.0609 (0.0146) 0.7938 (0.75,0.84) 0.2183 (0.17,0.28)

Stepwise 0.0605 (0.0145) 0.7979 (0.75,0.85) 0.2176 (0.17,0.28)

Table 7: Binary Simulation Results: Display table containing mean ATE bias and stan-

dard deviation, mean coverage probability and 10%/90% Quantile, and mean cover-

age length with 10%/90% Quantile separated by overall data, rare data (event occured

<25% of the time), and common data (event occured >25% of the time) for n = 200

binary simulations
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Method ATE Bias Coverage Probability Coverage Length

Mean (SD) Mean (10%/90% Quantile) Mean (10%/90% Quantile)

Overall

BVS 0.1 0.0742 (0.0167) 0.8972 (0.82,0.96) 0.3160 (0.26,0.37)

BVS 0.25 0.0742 (0.0170) 0.8871 (0.81,0.95) 0.3071 (0.25,0.36)

BVS 0.5 0.0743 (0.0169) 0.8791 (0.80,0.95) 0.3010 (0.24,0.36)

Forward 0.0847 (0.0177) 0.8032 (0.75,0.86) 0.3113 (0.25,0.39)

Backward 0.0864 (0.0178) 0.8018 (0.75,0.85) 0.3170 (0.26,0.39)

Stepwise 0.0847 (0.0177) 0.8034 (0.75,0.86) 0.3115 (0.25,0.39)

Rare

BVS 0.1 0.0692 (0.0191) 0.8958 (0.82,0.96) 0.2907 (0.24,0.35)

BVS 0.25 0.0695 (0.0195) 0.8841 (0.80,0.95) 0.2818 (0.23,0.34)

BVS 0.5 0.0701 (0.0199) 0.8728 (0.79,0.95) 0.2755 (0.22,0.33)

Forward 0.0769 (0.0166) 0.8051 (0.75,0.86) 0.2863 (0.23,0.36)

Backward 0.0786 (0.0166) 0.8060 (0.75,0.86) 0.2943 (0.24,0.36)

Stepwise 0.0769 (0.0166) 0.8053 (0.75,0.86) 0.2864 (0.23,0.36)

Common

BVS 0.1 0.0756 (0.0156) 0.8976 (0.83,0.96) 0.3232 (0.27,0.38)

BVS 0.25 0.0756 (0.0160) 0.8880 (0.82,0.95) 0.3144 (0.27,0.37)

BVS 0.5 0.0756 (0.0158) 0.8809 (0.81,0.95) 0.3083 (0.26,0.36)

Forward 0.0869 (0.0174) 0.8027 (0.75,0.85) 0.3185 (0.26,0.40)

Backward 0.0886 (0.0175) 0.8006 (0.75,0.85) 0.3235 (0.27,0.40)

Stepwise 0.0869 (0.0174) 0.8028 (0.75,0.85) 0.3186 (0.26,0.40)

Table 8: Binary Simulation Results: Display table containing mean ATE bias and stan-

dard deviation, mean coverage probability and 10%/90% Quantile, and mean cover-

age length with 10%/90% Quantile separated by overall data, rare data (event occured

<25% of the time), and common data (event occured >25% of the time) for n = 100

binary simulations
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