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Marginal and Interaction Effects in Ordered Response Models 

 
 
 

Abstract 
 
 

In discrete choice models the marginal effect of a variable of interest that is 

interacted with another variable differs from the marginal effect of a variable that is not 

interacted with any variable. The magnitude of the interaction effect is also not equal to 

the marginal effect of the interaction term. I present consistent estimators of both 

marginal and interaction effects in ordered response models. This procedure is general 

and can easily be extended to other discrete choice models. I also provide an example 

using household survey data on food security in Bangladesh. Results show that marginal 

effects of interaction terms are estimated by standard statistical software (STATA® 10) 

with very large error and even with wrong sign.  
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Marginal and Interaction Effects in Ordered Response Models 
 

1. Introduction 

Marginal and interaction effects of variables are of immense interest in applied 

economics and other branches of social sciences. Inference on interaction terms in non-

linear models is different from that in linear models. This difference is particularly 

evident in the estimation of discrete choice models. Standard software (such as STATA® 

10) incorrectly estimates the magnitude and standard error of the interaction term in 

nonlinear models. Ai and Norton (2003, p. 123) reviewed 13 economics journals listed on 

JSTOR and found that none of the 72 articles published between 1980 and 1999 that used 

interaction terms in nonlinear models interpreted the coefficient correctly. They also 

presented consistent estimators of the magnitude and standard error of the interaction 

effect in logit and probit models.  

This paper shows that in ordered response models, the marginal effects of the 

variables that are interacted are different from the marginal effects of the variables that 

are not interacted. For example, suppose three independent variables, 1x , 2x  and 3x  

appear in an ordered probit (logit) model, and 2x  and 3x  are interacted (i.e. 2 3*x x  is 

included as an additional independent variable). The formula for the marginal effect of 

2x  (or 3x ) will be different from that of 1x  because the former also involves the 

coefficient of the interaction term. Standard software does not also account for this effect 

and therefore incorrectly estimates the marginal effect and standard error of 2x  (and 3x ). 

This result also applies to other discrete choice models including. I provide consistent 

estimators of the marginal effect and the magnitude of the interaction term in ordered 

response models. I also provide an example using household survey data on food security 

in Bangladesh. Results show that marginal effects of the variables interacted and of the 

interaction term are estimated by standard statistical software (STATA® 10) with very 

large error and even with wrong sign. This finding is therefore very important to the 

researchers in economics and other branches of social sciences who rely on standard 

software.  
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2. Estimation 
Suppose, we have the following regression: *y = �  + ��x , where y* is the 

dependent variable but is unobserved. What is observed is the respondent’s answer y 

which is related to y* as:  
*

-1 =     if   � y � ,j jy j � �       --- (1) 

where j = 1, 2, …. J are the responses that are ordered in nature, and �'s  are (J -1) 

unknown parameters known as cut points or threshold parameters. An example can be 

the responses when people are asked about their happiness. Assume, for simplicity and 

without loss of generality, that there are only three covariates ( 1x , 2x  and 3x ) in the x 

vector, and all are continuous. Only 2x  and 3x  are interacted while 1x  is not; 

therefore, 1 1 2 2 3 3 23 2 3 �  = ( * )x x x x x� � � �� � � �x .  The �'s  and 1 2 3 23� =( , , , )� � � �� are 

jointly estimated by the Maximum Likelihood method.  

Assuming � ~ N(0,1), the probability for the j-th outcome is given by 

 

-1Prob(y = ) = �(� � )  �(� � )j jj � �� � �x x     --- (2) 

 

where � is the cumulative standard normal (or logistic) distribution, which is continuous 

and twice differentiable.  

 

2.1 Marginal effect 

The marginal effect of 1x  for the j-th response is given by  

 

	 
 	 
 	 
 	 
1, 1 1 1 1
1

Prob[y = ]
� �  = j j j j j

j
x

� � 
 � 
 � � � �� �

� � �� � � �� � � � � � � �� �� ��
x

x x ,  ---(3) 

 

where (.)� is the standard normal (logistic) density function. It determines how a change 

in 1x  changes the distribution of the outcome variable, i.e. all outcome probabilities 

(Boes and Winkelmann, 2006, p. 169).1  
                                                 
1 If 1x  is a dummy variable such as gender then the marginal effect is computed as  
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However, the marginal effect of 2x  for the j-th response will be different from 

that in equation (3) and is given by  

 

� � � �2, 1 2 23 3 2 23 3
2

Prob[y = ]
 ( ) ( )j j j

j
x x

x
� � � � � � ��

�
� � � � � � �

�
x

.   --- (4) 

One obtains a similar expression for the marginal effect of 3x . The difference between 

the formulas in equations (3) and (4) is that the marginal effect of 1x  in equation (3) is 

zero if the coefficient on 1x  ( 1� ) is zero, whereas the marginal effect of 2x  (or 3x ) may 

be nonzero even if its coefficient is zero. This arises because the latter depends not only 

on 2x  but also on the combined effect of 2x  and 3x . However, if the coefficient of the 

interaction term ( 23� ) is (close to) zero, then the marginal effects from equations (3) and 

(4) will be indistinguishable. To obtain the correct marginal effect of 2x  (or 3x ), the 

formula in equation (4) must be estimated. Standard software estimates equation (3) to 

obtain marginal effects of all variables entering the model, which is clearly wrong.  

 

2.2 Interaction effect 

The magnitude of the interaction effect for the j-th response is obtained by 

computing the cross derivative of equation (2) or partial derivative of equation (4) with 

respect to 3x :  

 

� �� �
2

23, 1 23 2 23 3 3 23 2 1
2 3

Prob[y = ]
 ( ) ( ) ( ) ( )j j j j j

j
x x

x x
� � � � � � � � � �� �

�
� �� � � �� � � � � � � � � � �� � � �� �

x
,  

           --- (5) 

where ( )�� �  is the first derivative of the density function with respect to its argument. The 

right hand side of equation (5) shows that, even if the coefficient on the interaction term, 

23� , is zero, the magnitude of the interaction effect can be nonzero because it also 

                                                                                                                                                 
1Prob[y = ] Prob[y =  + ] Prob[y = ]j j x j� � � �x x x .  
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depends on the individual coefficients on both 2x  and 3x . Again, standard software 

estimates the marginal effect of the interaction term, 

	 
 	 
1 23
2 3

Prob[y = ]
( * ) j j

j
x x

� � ��

�
� �� � � �� ��

x
      ----(6) 

 which is different from the expression in equation (5). For a linear regression, these two 

terms will be the same.  

To show the asymptomatic properties of the marginal and interaction effects, 

rewrite equation (2) as  Prob(y = ) = F (x, �)jj . Then the estimated values of marginal 

effects of 1x  and 2x , and the interaction effect of 2x  and 3x  can be computed respectively 

as  

1,
1

ˆF (x, �)ˆ j
j x

�
�

�
�

,        --- (7) 

2,
2

ˆF (x, �)ˆ j
j x

�
�

�
�

,        --- (8) 

2

23,
2 3

ˆF (x, �)ˆ j
j x x

�
�

�
� �

,        --- (9) 

where �̂ is consistent estimator of � computed by the Maximum Likelihood. The 

consistencies of 1,
ˆ

j� , 2,
ˆ

j�  and 23,
ˆ

j�  are ensured by the continuity of Fj  and the 

consistency of �̂ . The asymptotic variances of 1,
ˆ

j� , 2,
ˆ

j�  and 23,
ˆ

j�  are consistently 

estimated by the “delta method”,2 

 

2
1, �

1 1

ˆ ˆF (x, �) F (x, �)ˆˆ
� �

j j
j x x

�
� � � �� �� �

� �� � � �
�� � � �� � � �� � � �

,     --- (10) 

                                                 
2 “Delta method” estimates the variance using a first-order Taylor approximation. It may 

provide poor approximation in non-linear functions. In such cases, a second-order Taylor 

approximation is suggested, and normal distribution is then replaced by a chi-square 

distribution. For details, see Spanos (1999, p. 493-494).  
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2
2, �

2 2

ˆ ˆF (x, �) F (x, �)ˆˆ
� �

j j
j x x

�
� � � �� �� �

� �� � � �
�� � � �� � � �� � � �

,      --- (11)  

 

and 
2 2

2
23, �

2 3 2 3

ˆ ˆF (x, �) F (x, �)ˆˆ
� �

j j
j x x x x

�
� � � �� �� �

� �� � � �
�� � � � � �� � � �� � � �

     --- (12)  

 

respectively, where ��̂ is consistent covariance estimator of �̂ , and jm,�̂ ~ ),( 2
,, jmjmN �� , 

�  m = 1, 2, and 23,  and j = 1, 2, …. J. The corresponding t-statistics are 1, 1,
ˆ ˆ/j j� � , 

2, 2,
ˆ ˆ/j j� �  and 23, 23,

ˆ ˆ/j j� �  respectively. Under some regularity conditions, these t-statistics 

have standard normal distributions. Individual hypothesis that marginal or interaction 

effect is zero can be tested using these t-statistics.  

 The marginal and interaction effects have different signs for different 

observations, but for the present purpose this issue can be avoided by assuming that the 

effects are evaluated at the mean value of x. Ai and Norton (2003) provide an elegant 

discussion on this issue.  

 

3. An example  

 In the following, I estimate an ordered probit model using household and village 

level survey data on food security in Bangladesh. Based on food production, availability, 

purchasing power and access to common resources, the respondents were asked to define 

the food security status of their households in any of the four categories—severe 

(chronic) food shortage, occasional (transitory) food shortage, breakeven, and food 

surplus. The independent variables are i) ownership of cultivable land (CULOWN), ii) 

percentage of household members engaged in income generating activities (IGA), and iii) 

interaction of the two variables (CULOWN*IGA).3 Both the correct and incorrect 

                                                 
3 Other control variables which are not reported in results are age, gender, education and 
occupation of the household head, village level infrastructure, and dummies for different 
ethnic groups and regions.   
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marginal and interaction effects and their standard errors are reported in Table 1. For 

simplicity, I report the statistics only for transitory food insecurity category.  

 

Table 1: Marginal and interaction effects for the transitory food insecurity category 

(Dependent variable: 1 = chronic food insecurity, 2 = transitory food insecurity, 3 = 

breakeven, and 4 = food surplus) 

 

Independent  
variables 

Coefficient Marginal effect 
Incorrect Correct 

CULOWN 3.665 (0.417) 0.032 (0.037)a 0.025 (0.002) b 
IGA 32.297 (12.193) 0.282 (0.339) a 0.167 (0.098) b 
 Magnitude of the interaction effect 

Incorrect Correct 
CULOWN*IGA -178.219 (84.751) -1.558 (1.948) c 21.725 (14.151) d

Sample size = 2517 
 

Figures in the parentheses are robust standard errors.  

a. using the incorrect formula in equation (3), b. using the correct formula in equation (4), 
c. using the incorrect formula in equation (6), d. using the correct formula in equation (5).  
    

We see from the results that magnitudes of the marginal effects of the variables 

that are interacted (CULOWN and IGA) and their respective standard errors differ 

considerably in the correct and incorrect formulas. The magnitude of the interaction 

effect is also measured with very large error and even with wrong sign.  

 

4. Conclusion 

The marginal effect in discrete choice models is complicated especially when 

variables are interacted. I present a consistent estimator of the marginal effect of a 

variable that is interacted with another variable in ordered response models. This 

estimator differs from the marginal effect of a variable that is not interacted. Standard 

software incorrectly estimates the latter marginal effect for an interacted variable. A 

consistent estimator of the interaction effect is also presented. The procedure is general 

and can easily be extended to other discrete choice models.  
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